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Electronic and optical excitations in Ag, clusters (n=1-8):
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We analyze the electronic and optical excitations in silver clusters (Ag,, n=1-8) using density-functional
and many-body theories within an ab initio pseudopotential framework. Vertical ionization potentials and
electron affinities are calculated within the so-called ASCF and GW approximations. Results are compared
with experimental data. For molecular orbitals of predominantly sp character, the GW results are found to be
in good agreement with experiment. For orbitals of mainly d character, good agreement with experiment can
be achieved only via the use of semicore pseudopotentials, due to strong correlations among 4s, 4p, and 4d
electrons. Optical excitations are computed within the time-dependent local-density approximation (TDLDA)
and by solving the Bethe-Salpeter equation (BSE) for electrons and holes. For most clusters, the TDLDA
spectra are in reasonable agreement with experimental data. The optical excitations computed with the BSE
method, on the other hand, are generally in poor agreement with experiment, especially as size increases. This
finding is explained in terms of the nonlocality of the BSE kernel and correlations involving 4d electrons. We
also discuss the roles played by self-consistency, vertex corrections, and satellite structures in the GW results

of these confined systems with d valence electrons.
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I. INTRODUCTION

During the last decade and a half, dielectric and optical
properties of clusters and nanoparticles have received an in-
creasing level of attention from both experimental and theo-
retical sides. In particular, much progress has been achieved
in the implementation and application of various techniques
for predicting and understanding optical properties of these
confined systems from first principles. Currently, time-
dependent density-functional theory (TDDFT) (Refs. 1-3)
and a many-body perturbative approach based on the solu-
tion of the Bethe-Salpeter equation for the two-particle
Green’s function,*”’ the so-called GWBSE method, are two
of the state-of-the-art computational techniques that are
widely used for first-principles computations of the absorp-
tion spectra of clusters. The applications of these two tech-
niques have so far focused mainly on sp-bonded systems.
Nanostructures in which d electrons and their screening in-
teractions with sp electrons play important roles in the nature
of the optical excitations are both scientifically interesting
and computationally more challenging, since the inclusion of
d electrons requires larger basis set sizes. The goal of this
paper is to present a comparison of the predictions of the two
methods, TDDFT within the adiabatic local-density approxi-
mation (TDLDA) and GWBSE, when applied to noble-metal
clusters of Ag, which have fully occupied valence d orbitals.

Although the fundamental equations for TDDFT and
GWBSE are similar and both formalisms are exact, the pre-
dictions from the two formalisms can differ significantly ow-
ing to the different approximations made in practical appli-
cations. For example, in extended systems, adiabatic
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TDLDA has been shown to give rather poor results when its
predictions are compared with experimental data.” In a vari-
ety of bulk insulators and semiconductors, GWBSE, on the
other hand, has captured the essential features of the absorp-
tion spectrum, in particular the excitonic effects.®’ This fail-
ure of the TDLDA in extended systems has been attributed to
several factors, in particular, the neglect of dynamical corre-
lations and the absence of long-range interactions between
electrons and holes. Three observations indicate that long-
range interactions are important in the context of excitonic
effects: (1) excitonic effects can be recovered within TDDFT
if a nonlocal kernel with the appropriate long-range behavior
is employed;® (2) the TDLDA has been shown to give rather
accurate excitation energies in finite systems such as clusters
and isolated atoms;®~! and (3) the TDLDA has been shown
to predict accurately the optical threshold of the F center, a
localized vacancy in the LiCl crystal.!?

Designing universal TDDFT functionals which capture
the correct ingredients remains a challenge in the field. This
task can only be done after the deficiencies of existing func-
tionals are uncovered and the necessary properties of accu-
rate functionals are identified. In this work, we analyze the
importance of correlations involving d electrons, which is an
important aspect in the broader scenario of functional design.
The paper is organized as follows: Sec. II has a brief expla-
nation of the theoretical-computational methodology. Section
IIT has a discussion of the electronic excitations, namely, the
ionization potentials and electron affinities of the Ag atom
and Ag,(n=2-8) clusters. Optical excitations of Ag,(n
=1-8) are presented and discussed in Sec. IV. We continue
with separate discussions of three aspects related to the
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TABLE 1. Numerical parameters used in the present calculations. The grid spacing () and the boundary
radius (R,,,,) are given in a.u. Ng,, N,, and Ntp;pa denote the number of grid points in the real-space mesh
(size of the DFT Hamiltonian), the total number of Kohn-Sham orbitals, and the dimension of the TDLDA
matrix, respectively. S denotes the computed optical sum-rule ratio, as discussed in the text. Ntp;pa is equal
to the product of occupied and empty Kohn-Sham orbitals, with spin degrees of freedom taken into account.

S

h Rinax Ndim Ny NtpLDA (%)
Ag 0.4 24 904,960 700 7639 35.6
Ag, 0.4 24 904,960 700 7579 33.6
Ags 0.4 24 904,960 300 9355 249
Agy 0.4 24 904,960 300 6116 25.0
Ags 0.4 24 904,960 320 16,087 253
Agg 0.45 25 718,210 300 8811 23.9
Agy 0.45 25 718,210 300 20,135 234
Agg 0.45 25 718,210 300 11,264 23.2

GWBSE theory (satellite structure, self-consistency, and ver-
tex corrections) and their implications in the excitation spec-
tra of the clusters studied. We conclude with a brief summary
of our findings in Sec. VI.

II. THEORETICAL BACKGROUND AND
COMPUTATIONAL METHODS

A. Density-functional theory

The many-body ground state of clusters is calculated in
the framework of density-functional theory (DFT).'®!7 We
use a real-space approach, which allows us to impose the
proper boundary conditions in a simple and straightforward
manner: the electron wave functions and charge density are
required to vanish outside a sphere centered on the
cluster.'®!” Wave functions are calculated directly on a regu-
lar mesh of points in real space. Two parameters control
numerical accuracy: the radius of the boundary sphere R,
and the grid spacing h. The numerical parameters used to
obtain the results in this paper are listed in Table I. During
the solution of the Kohn-Sham equations, we calculate the
Laplacian of wave functions using finite differences of order
12 (six neighbors on each side of a given grid point). We use
the exchange-correlation potential in the local-density ap-
proximation (LDA).?2! The electron-ion interaction is mod-
eled with ab initio norm-conserving scalar-relativistic
pseudopotentials generated from the reference configuration
4d'955'5p°. We solve the Kohn-Sham equations using a
Chebyshev-Davidson eigenvalue algorithm, and if an initial
set of eigenvalues or eigenvectors is known, by subspace
filtering with Chebyshev polynomials.?> DFT calculations
are performed using the PARSEC code.'®!” The ground-state
structures of Ag,(n=2-8) employed in this study are those
obtained in Ref. 23, also shown in Fig. 1 of Ref. 12.

B. Time-dependent density-functional theory

Being a ground-state theory, DFT does not give direct
access to optical excitations. The natural approach within the
spirit of DFT is a time-dependent extension. In that ap-

proach, an external time-dependent potential is added to the
Hamiltonian and the response of the electron density to this
potential is calculated. In the limit of very weak external
potential, the important quantity is the polarizability
H(I,Z):;f,‘f%. Here, we use a many-body notation for
space, time and spin variables: (1)=(r;,7;,7;). We assume
that the polarizability can be written as a sum over normal
modes.>!! In frequency domain, the polarizability is

1
—w,+i0" E+aw,—i0"]

(1)

TI(r,r';E) = 2, py(r)py(r’) £

where the frequencies of the normal modes of excitation in
the system are denoted by w,. 0" represents a positive infini-
tesimal. We expand p, in a series of single-particle transitions
from an occupied orbital v to an unoccupied orbital c,

£ — 81/)1/2
9

Wy

py(r) =2 Xf,ccpv(r)%(r)( 2)

where Kohn-Sham eigenvalues are denoted g;, with corre-
sponding eigenfunctions ¢;. We assume =1 throughout. We
also assume that the electronic system is not periodic, so that
wave functions ¢ and amplitudes p are real quantities. The
coefficients X above satisfy Casida’s eigenvalue equation,’

R[R + 4(K* + K*)]R"*X = ?X, (3)

where R, K*, and K™ are matrices in the space of single-
particle transitions,

vau’c’ = 5Uv’ 5('5’(80 - 8v)’ (4)

62

Kisv’c’=fdrf dr' @, (r) @ (r)—— ¢, (r') . (r'),

r—r’|

(5)
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K prer = f dro,(r) e (r)f,(r) @, (r) . (r).  (6)

The generalized eigenvectors X are orthonormalized, XoX*'
= (SSS”

According to Egs. (5) and (6), electromagnetic fields in
the system are screened by two mechanisms: electrostatic
screening produced by valence electrons, and exchange-
correlation screening arising from the fact that valence elec-
trons interact among themselves also through quantum-
mechanical exchange and correlation. The first mechanism is
contained in K*. The second one is contained in K*. In the
random-phase approximation (RPA), exchange-correlation
screening is ignored by setting K* to zero.?*? In time-
dependent DFT, the exchange-correlation kernel is a func-
tional derivative of the exchange-correlation potential, f,.
= 5;/;‘. Mirroring the Kohn-Sham formulation of DFT, TD-
DFT also relies on a known approximation for the exchange-
correlation potential V.. In the local-density approximation
(TDLDA), f,. becomes local and energy independent.?7-!!

During the calculation of the polarizability, there are two
numerically intensive steps: (I) evaluating the nonlocal inte-
grals in Eq. (5) and (IT) diagonalizing the eigenvalue prob-
lem in Eq. (3). Assuming that the amplitudes p, are expanded
in a total of Nyp;pa pairs of occupied and unoccupied orbit-
als and that the discretized space has Ny, points, step (I)
scales as [Nyprpal? X [Ngim]> in the worst case, namely,
when the integral is done by direct summation over grid
points. Better scaling is achieved if one computes the inte-
gral using Fourier transforms with an appropriate truncation
of the Coulomb interaction across images. Owing to the qua-
silinear scaling of the fast Fourier transform (FFT), the scal-
ing of step (I) reduces to [Nrpipal® X [Ngim 10g(Ngim) .13
Step (II) scales as [Nyp;pal® but, having a small prefactor, it
is never the most numerically intensive step unless Ntprpa 18
very large. In the case of Ag,(n=28) clusters, step (I) is usu-
ally orders of magnitude more intensive than step (IT). The
dimensions of the TDLDA matrices are listed in Table I.
Further simplification is achieved if the cluster has a sym-
metric geometry with N, symmetry representations. In that
case, portions of the K* matrix will vanish by selection rule.
Scaling of steps (I) and (II) then reduce to [Nypipal®
>.< [llvdim log(Ndim)] X [N?]_z and |:1VTDLDA:|3 X [NY]_Z’ respec-
tively.

C. Green’s function in the GW approximation

An alternative theory for electronic structure is based on
computing the electronic Green’s function of the system and
using it to calculate other response functions. Within the qua-
siparticle approximation, the Green’s function is given in
terms of the quasiparticle energies E, and wave functions i,
as

G(l,Z) == 12 gn¢n(r1’ 7'1)%(1‘2,7'2)
n=1

Xexp[—ig,E,(t) — 1)]0[g,(t, — 12)], (7)

where the parameter g, is —1 for occupied orbitals and 1 for
unoccupied orbitals, and ® is the step function. When
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expressed in energy representation, the Green’s function
above has poles at energies E,, which correspond to peaks in
direct and inverse photoemission spectra.

Using Eq. (7) and Dyson’s equation, we obtain an eigen-
value equation for the orbitals,

2
{—Z_V +V, i+ VH] (1) + J dr'2(r,r',E,) ,(r')
=En¢(r), (8)

where V,_; is the electron-ion potential (replaced with a
pseudopotential in our calculations), Vy is the electrostatic
potential created by electrons, and X is the electron self-
energy. The GW approximation (GWA) is based on express-
ing the electron self-energy as a power series in the screened
Coulomb interaction (W) and retaining only the lowest-order
terms.*?” As a result, the self-energy has an exact expression
as the product of Green’s function, the screened Coulomb
interaction, and the vertex operator: 2=iGWT".

Several levels of approximation have been used to calcu-
late the self-energy, depending on how the quantities G, W
and I" are calculated. The most basic level is commonly re-
ferred to as GyW,. At that level of approximation, the
Green’s function is assumed equal to the DFT Green’s func-
tion, the polarizability is calculated within RPA, and the ver-
tex operator is set to identity. The self-energy is then a prod-
uct of the Green’s function and the screened Coulomb
interaction,

3(1,2) =iGy(1,2)Wy(2,1%)
=iGy(1,2)V(2,1%)

+iG0(1,2)f d(3,4)v(2,3)I1y(3,4)V(4,1%), (9)

where I is the RPA polarizability. Subscript in G, indicates
that DFT eigenfunctions and eigenvalues are used to calcu-
late the Green’s function. The first term on the right-hand
side of Eq. (9) corresponds to Fock (exact) exchange in the
Kohn-Sham system. It assumes a more familiar form when
we write the space/time/spin indices explicitly,

occ. 2

e
iGy(1,2)V(2,1") == 2 @,(r}. 7))@, (rs, Tz)m&ll —1).
n 1~ 12

(10)

The second term in Eq. (9) contains quantum-mechanical
correlations, included in the polarizability.

At a higher level of approximation, vertex corrections can
be added to Eq. (9). Assuming that the LDA gives a good
approximation to X and G in the exact integrodifferential
satisfied by the vertex operator,”” we can obtain the follow-
ing approximate form for I':
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I'(1,2:3) = &(1,2)8(1,3)
—i5(1,2)fxc(l)f d(4,5)G(1,4)G(5,1)T(4,5,:3),

(11)

where f,. is the LDA kernel.'3?%2% Using Eq. (11) amounts
to modifying Eq. (9) in two ways: first, vertex-related terms
are explicitly added to Eq. (9), and second, the RPA polariz-
ability is replaced with a polarizability calculated within
TDLDA. These modifications lead to the G,W; approxima-
tion,

3(1,2) =iGy(1,2)V(2,17)

+ iGO(l,Z)f d(3,4)V(2,3)I13,4)V(4,17)

. %Gou,z) f d(3)IV2.3)ILG. A1)

+f(QIIA2,3)V(3,17)], (12)

where Fock exchange is kept and correlation has a more
generic form. IT; denotes the TDLDA polarizability. Unless
otherwise stated, we employ the G, W, approximation in the
subsequent discussion. Most of the small clusters have point
symmetries. We incorporate point symmetries explicitly in
the self-energy by classifying polarizability poles according
to their point-group representation. More details can be
found in the literature.*!?

Accurate calculations of the self-energy for clusters are
challenging because they involve correlations between occu-
pied orbitals and unoccupied ones at much higher energies.
This means that the Green’s function in Egs. (9) or (12)
should be evaluated with a very large number of orbitals. The
convergence of the sum over n in Eq. (7) is usually slow.**°
We accelerate this convergence by including a static remain-
der as proposed in Ref. 13. The justification behind the static
remainder is that correlations involving high-energy virtual
orbitals are not specific to the G,W, or GyW, approxima-
tions. They also exist in the static or the Coulomb-hole-
screened-exchange (COHSEX) approximation.*>” More-
over, the rate at which these correlations decay as the energy
of virtual orbitals increase is similar for all those approxima-
tions. One can then estimate the numerical error by truncat-
ing the summation over virtual orbitals at the level of the
COHSEX approximation and transfer that estimate, the static
remainder, to more accurate approximations. We have tested
the usefulness and reliability of the static remainder in some
of the clusters investigated here, and found that it signifi-
cantly improves the convergence of calculations with respect
to the number of orbitals included. We will return to this
issue in Sec. III.

Since we express the polarizability in energy representa-
tion, its energy dependence around the plasma frequency
(typically ~5-20 eV) must be known. This behavior con-
trasts with the calculation of TDLDA optical spectra,'? for
which the convergence up to a given energy E can be
achieved by including excitations in a narrower frequency
range around E, which is typically no more than a few eVs.

PHYSICAL REVIEW B 79, 155419 (2009)

We handle this convergence issue by including a large num-
ber of unoccupied Kohn-Sham orbitals. We monitor the con-
vergence of polarizability poles through the optical sum-rule
ratio, S, which is defined as the ratio between the polarizabil-
ity numerically integrated in energy and its exact value,
given by the so-called f-sum rule.* Values of the numerical
parameters for the clusters studied are reported in Table I.
We note that we have performed extensive convergence tests
for TDLDA and GWBSE results by increasing the radius of
the boundary sphere R, from 24 up to 36 a.u. for the atom
and the dimer and to 30 a.u. for n=3. In addition, we tested
the convergence with respect to the number of unoccupied
orbitals. From these tests, we conclude that GW results are
converged within less than 0.1 eV and both the TDLDA and
GWBSE optical spectra are converged up to energies
~5.5-6 eV.

Within the GWA, the ionization potential (IP) is the nega-
tive of the quasiparticle energy of the highest occupied mo-
lecular orbital (HOMO). In Ag, clusters with an even num-
ber of electrons, this orbital is spin degenerate. In clusters
with an odd number of electrons, the HOMO is nondegener-
ate and completely filled with an unpaired electron. The elec-
tron affinity (EA) is the negative of the quasiparticle energy
of the lowest unoccupied molecular orbital (LUMO), which
can also be degenerate or not depending on the parity of the
cluster. In the present study, we calculate the quasiparticle
energies by diagonalizing Eq. (8) using the self-energy ob-
tained within the G,W; approximation.

D. Many-body neutral excitations: Bethe-Salpeter equation

In a many-electron system, the polarizability is related to
the electron-hole Green’s function®?® as II(1,2)=
—iL(1,2;1%,2%). In energy representation, both quantities
can be expressed as sums over poles, for example,

1
E-Q,+i0* E+Q,-i0" ]

(13)

H(I‘,I",E) = Z Xs(r)Xs(r,)

The amplitudes y, describe the probability of creating one
uncorrelated electron-hole pair in the ground state of the sys-
tem and reaching excited state s. In the Tamm-Dancoff ap-
proximation, we assume that electrons and holes can be cre-
ated only on unoccupied and occupied quasiparticle orbitals,
respectively.”® Therefore, the amplitudes y can be expanded
in terms of products between occupied and unoccupied qua-
siparticle orbitals,

xs(r) = E Ayt () (r). (14)

The coefficients A, satisfy an eigenvalue equation known as

Bethe-Salpeter equation (BSE). In matrix form and assuming
static screening, the BSE is

[D+2(K*+K)JA=QA. (15)

Matrix D is a difference between quasiparticle eigen-
values, D1 =6,,6..(E.—E,). The so-called “direct ker-
nel” K? is a functional derivative of the self-energy,
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TABLE II. Vertical ionization potentials and electron affinities of Ag,(n=8) computed with GW theory
and ASCF method along with the experimental estimates (Refs. 31-33). The values for the singly ionized Ag
atom in the last row are computed using a pseudopotential which includes 4s and 4p semicore states, as

discussed in the text. All energies are in eV.

Ionization potential

Electron affinity

(eV) (eV)
Cluster Expt.2 ASCF GW Expt. ASCF GW
Ag 7.57 8.23 7.53 1.30 1.60 1.26
Ag, 7.60 8.37 7.54 1.06 121 1.12
Ags 6.20 (5.66) 6.34 5.84 243 2.67 2.76
Agy 6.65 6.99 6.49 1.65 1.89 1.83
Ags 6.35 (5.74) 6.59 6.02 2.11 2.36 2.33
Age 7.15 7.45 6.80 2.06 1.62 1.58
Agy 6.40 (5.69) 6.37 5.72 2.55 2.26 2.20
Agg 7.10 7.27 6.48 1.65 1.43 1.44
Ag* 21.5 22.1 18.92 7.57 8.23 7.64
Ag* (semicore psp) 21.5 222 21.85 7.57 8.41 7.30

“From Reference 31. The values in parentheses for n=3,5, and 7 are from Reference 32.

PFrom Reference 33.

S(1,
KU(1,2:3,4)=253.

tions, the kernel can be expressed as

In the space of single-particle transi-

2

K, = f dr f e’ () iy (1) | —
vcv'c |l‘ _ l',|
+ W’(r,r')](ﬂc(r’)wcy(r’), (16)
with
&2 &2
W/ (r’r/) [ f dr//dr/// Hf(r", r/l/;o)
|I'—I'”| _ |r///_r/|
1 I 62 I ! i
-5 dr |r—r”|Hf(r ,r'50)f ()
1 &2
-~ | ar"y oI Ar,x";0)7—— (. (17)
2 |r/I _ r!|

There are striking similarities between the TDDFT formu-
lation of polarizability from Sec. II B and the present many-
body formulation.” In both formulations, the polarizability is
determined by fluctuation amplitudes that are products of
Kohn-Sham eigenfunctions (TDDFT) or products of quasi-
particle wave functions (BSE). Also, the amplitudes are
determined by eigenvalue problems: Eq. (3) for TDDFT
or Eq. (15) for BSE. Finally, both eigenvalue problems

have exchange-correlation screening: Kx“=% (TDDFT) or
k=% (BSE).

The scaling of numerical complexity in the BSE with re-
spect to system size is similar to TDDFT (scaling approxi-
mately as the fifth power in the number of atoms in the
cluster). The computations of the self-energy and the direct
kernel K¢ are both dominated by integrals of the form of Eq.
(5). However, the prefactor in the GWBSE method is much

larger than that in TDDFT, since the polarizabilities I, or I,
need to be computed in advance for a GWBSE calculation.

III. ELECTRONIC EXCITATIONS
IN SILVER CLUSTERS

Table II shows the vertical ionization potentials and elec-
tron affinities of Ag,, n=1-8, along with the experimental
estimates. The calculated vertical IP is the lowest energy
required to remove one electron from the cluster, assuming
that the nuclei do not move to a lower energy configuration
during the ionization process. Most of the experimental esti-
mates for IPs listed in Table II come from an electron-impact
ionization study by Jackschath et al.3' These experimental
values were reported as the upper limits for the vertical IPs
with an error bar of ~0.1 eV in this size range. We also list
the values obtained in another set of experiments by Alamed-
din er al.3? for n=3, 5, and 7, which are significantly lower
than those in the previous set (by as much as 0.7 eV). Simi-
larly, the calculated vertical EA is the energy released by the
neutral cluster when an extra electron binds to it in the ab-
sence of atomic relaxation. The experimental estimates for
EAs listed in Table II from a photoelectron spectroscopy
study of cluster anions by Ho et al.} are actually the mea-
sured vertical detachment energies (VDEs) defined as the
electron binding energies at the peaks of the lowest elec-
tronic transitions. The measured values are generally in good
agreement with other experimental estimates in the
literature.>*3> In our comparisons of the calculated values
with experimental data, we assume (with the exception of the
case for Ags, please see below) that the geometries of the
neutral clusters and the cluster anions are similar, and that
the experimental VDEs, which are more directly comparable
to vertical EAs at the geometry of the cluster anions, give a
reasonable estimate for the vertical EAs at the geometry of
the neutral clusters.
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TABLE III. The effect of the static remainder correction in the
calculated vertical ionization potentials and electron affinities of
Ag,(n=8). The G,W; approximation is used in the self-energy. The
values under the columns marked with “NS” do not include the
static remainder, while the values under the column “ST” do. All
energies are in eV.

Ionization potential Electron affinity

(eV) (eV)
Cluster NS ST NS ST
Ag 7.12 7.53 0.92 1.26
Ag, 6.27 7.54 0.82 1.12
Ags 5.19 5.84 2.20 2.76
Agy 5.56 6.49 1.14 1.83
Ags 5.04 6.02 1.78 2.33
Age 5.18 6.80 1.06 1.58
Agy 4.70 5.72 1.61 2.20
Agg 5.10 6.48 0.94 1.44
Ag* 16.64 18.92 7.34 7.64

Ag* (semi-core psp) 20.67 21.85 7.04 7.30

Cluster Size

FIG. 1. (Color online) G,W; ionization potentials (red continu-
ous line with A signs), ASCF ionization potentials (blue dashed line
with [J signs), experimental ionization potentials (black crosses and
plus signs), GoW; electron affinities (red continuous line with V
signs), ASCF electron affinities (blue dashed line with circles), and
experimental electron affinities (black stars) as a function of size for
Ag,(n=1-8). Three sets of experimental data are reported: Experi-
mental ionization potential (i) in black crosses from Ref. 31, (ii) in
black plus signs from Ref. 32, and (iii) in black stars from Ref. 33.

In our study, the vertical IPs and EAs were first calculated
at the DFT level, by computing the difference in DFT total
energies between the charged cluster and the neutral cluster.
This is the so-called ASCF method.?® As shown in Table II
(also displayed in Fig. 1), IPs obtained with the ASCF
method are typically larger than the experimental estimates
by up to 0.77 eV depending on the size. The ASCF electron
affinities, on the other hand, can be smaller by as much as
0.44 eV (Agg) or larger by 0.30 eV (Ag atom) than the ex-
perimental estimates. We note that for Ags, the EA values
reported in Table II for both the ASCF and GW methods are
obtained by performing the calculations at the geometry of
the anion, which is a symmetric linear molecule (with a
nearest-neighbor distance of 2.66 A). The EA calculations
performed at the isosceles triangle geometry of the neutral
cluster result in ASCF and GW values of 1.65 and 1.69 eV,
respectively, which are much smaller than the experimental
value of 2.43 eV. The IP and EA values calculated with the
ASCF method are converged with respect to the computa-
tional parameters (R, and &) to within 0.01 eV. The dis-
crepancies between experiment and ASCF can, therefore, be
attributed to possible structural changes upon charging, the
possibility of different isomers, the spurious self-interaction
effects, or the inadequacy of the LDA due to the incorrect

asymptotic behavior. Given that the first two reasons are not
valid for the Ag atom, for which the largest deviations in IP
and EA are observed, LDA and/or the self-interaction effects
are the most likely reasons for the observed discrepancies.

Next, we calculated the vertical ionization potentials and
electron affinities for Ag, within the GWA. We first compare
GW and ASCEF results with each other (cf. Fig. 1) and ob-
serve two trends: (i) the predictions for the IPs from the
ASCF method are consistently higher than those from the
GWA by an average of ~0.65 eV. (ii) The predictions from
GW and ASCF for the EAs, on the other hand, are quite
close, within less than 0.1 eV of each other (with the excep-
tion of the Ag atom). These trends are similar in nature, but
decidedly different compared to those observed in other con-
fined systems. For example, for hydrogenated Si quantum
dots (up to ~1.7 nm in diameter), Tiago and Chelikowsky
have also shown that GW and ASCF EAs are very close
(within 0.1 eV) of each other, while there is a systematic
discrepancy between the IPs calculated with the two
approaches.'> However, unlike the trend observed in Ag,
clusters, in Si,H,, quantum dots it is the IPs calculated within
the GWA that are systematically higher by 0.6 to 0.9 eV than
those calculated with the ASCF method.

Self-energies are very sensitive to the number of orbitals
used to compute the Green’s function in Eq. (7). This behav-
ior has been reported several times and several methods have
been proposed to address this issue.'?* As mentioned in Sec.
II C, in the present study we add a static remainder correc-
tion from the COHSEX approximation.'> We have done ex-
haustive convergence tests with respect to the number of
orbitals and observed that the static remainder indeed accel-
erates convergence of both IP and EA. Table III shows that,
for a given cluster, the static remainder correction for the IP
is not equal to the static remainder correction for the EA. In
other words, the electronic gap is also affected by the slow
convergence of self-energy with respect to the number of
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Kohn-Sham orbitals. An underconverged calculation of qua-
siparticle energies would result in incorrect excitation ener-
gies and incorrect optical spectra.

Given the systematic and significant differences between
the IPs calculated with ASCF and GW methods, it is natural
to ask which of the two approaches is more accurate when
their predictions are compared with experimental data on
Ag, (n=1-8). For sizes n=3, the comparison with experi-
mental IP values is complicated by the fact that the two sets
of existing experimental data (n=1-8 in Ref. 31 and n
=3,5,7 in Ref. 32) differ from each other by as much as 0.7
eV. For sizes n=3, 5, and 7, the IPs calculated from the GW
theory are in good agreement with experimental data in Ref.
32, while the IPs calculated within ASCF for the same sizes
have a good agreement with experimental data in Ref. 31.
The large differences in the two sets of experimental values
make it difficult to present a more conclusive comparison
among GW, ASCF and experimental data. However, two ob-
servations about the comparison of experimental and theoret-
ical results suggest that the GW theory is more accurate for
the calculation of IPs in Ag, clusters. First, as shown in Fig.
1, the IPs calculated within GW theory are all smaller than
the experimental results of Jackschath et al.3! This trend in
GW values, not observed in ASCF results, is consistent with
the expectation that the reported experimental values should
provide an upper bound for the true vertical IPs. Second and
more importantly, focusing on the smallest sizes, Ag and
Ag,, for which the most reliable experimental data exist, we
see that GW method is far more accurate than the ASCF
method. Both the IP and EA predictions from the GW theory
for Ag and Ag, are excellent, typically within 0.05 eV of the
experimental data.

The overall good agreement of the GW results with ex-
perimental data is encouraging. However, our analysis shows
that the observed agreement at this level of theory is due to
the fact that the HOMO and LUMO of Ag,(n=28) clusters
have almost entirely sp orbital character with no or very little
d contribution. For example, the HOMO of Ag, has almost
entirely s character with ~8% d character, and its LUMO
has s, p, and d characters of ~81%, 17%, and 2%, respec-
tively. In order to test how the present GW theory works for
a system in which HOMO has a large d character, we con-
sidered the case of the singly ionized silver atom, Ag*, which
has a fivefold degenerate HOMO of purely d character and a
LUMO of purely s character. Furthermore, the IP of Ag* is
the double-ionization potential of the Ag atom, which is ex-
perimentally available, and the “EA” of Ag™ is simply the IP
of the neutral Ag atom. The results for IP and EA calculated
within the ASCF and GW theory are presented in Table II.
ASCF method gives a value of 22.1 eV for the IP of Ag®,
compared to the experimental value of 21.5 eV. The magni-
tude of this overestimate within ASCF is very similar to the
corresponding value calculated for the neutral atom. The IP
calculated with GW method, on the other hand, is only 18.92
eV, which is 2.6 eV below the experimental value, indicating
that the present method does not adequately describe elec-
tronic excitations involving d electrons. The “EA” of Ag*
(the IP of neutral Ag) is well described with the present GW
theory (within less than 0.1 eV of the experimental value),
which is not surprising, since the corresponding electronic
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excitation in that case involves a LUMO of purely s charac-
ter.

The source of error regarding 4d electrons goes back to
how interactions between them and core electrons are de-
scribed. During the construction of pseudopotentials, a deci-
sion is made about which electrons constitute the core. In
general, all electrons that do not participate actively in
chemical bonding are lumped in the core.3” In most construc-
tions of pseudopotentials, exchange-correlation interactions
between core and valence electrons are calculated within a
simple approximation such as the LDA. In a pseudopotential
GW calculation, those core-valence interactions are still kept
at the LDA level, while exchange-correlation interactions
among valence electrons only are described within a many-
body theory, which is more refined than DFT. This approach
is clearly inadequate if valence electrons are strongly corre-
lated with core electrons.

A DFT-LDA calculation of the silver atom reveals that 4s
and 4p orbitals are, respectively, ~80 and 50 eV lower in
energy than the 4d orbital. In spite of this large energy sepa-
ration, the 4s and 4p orbitals have significant spatial overlaps
with 4d orbitals. The wave functions of all these orbitals
have their outermost radial maxima at around 0.5 A from
the nucleus. In contrast, the outer maximum of the atomic S5s
orbital occurs at approximately 1.3 A. Owing to the strong
overlap, the exchange interaction among 4s, 4p, and 4d elec-
trons is not described correctly within a Slater exchange as
prescribed by the LDA.?! We have confirmed this deficiency
of the LDA by computing the exchange energy of orbital 4d
in two ways: (I) as a sum of the Fock exchange, Eq. (10),
involving orbitals in the shell [4s,4p,4d] plus the Slater
(LDA) exchange involving deeper orbitals; and (II) simply
as the Slater exchange involving orbital 4d and the “large
core” that includes 4p and 4s. The exchange using method
(I) is lower than the exchange using method (II) by 4.5 eV.
Correlation is also incorrectly described. If not corrected,
those errors remain in the self-energy calculation.

A similar problem regarding localized d states was ad-
dressed more than a decade ago by Rohlfing et al3%% in
their investigation of the quasiparticle band structure of CdS.
In particular, the authors noticed that the GW results could be
significantly improved to obtain agreement with experiment,
if the complete N-shell (of principal quantum number 4) of
Cd is included in the pseudopotential and the self-energy.
Their reasoning indicates that exchange-correlation effects
among 4s, 4p, and 4d electrons should be calculated explic-
itly, preferably at the GW level, even if some of those elec-
trons do not contribute to chemical bonding. Alternatively,
one can keep the semicore orbitals (4s and 4p) in the core
but include proper exchange and correlation involving them.
An example is to include exchange through the exact Fock
operator, and correlation with ad-hoc methods such as the
core-polarization model.**-4?

Motivated by this observation, we constructed a new Ag
pseudopotential including 4s and 4p orbitals in the valence
from the reference configuration 4s5?4p%4d'® of the singly
ionized Ag atom with core radii of 1.1, 1.2, and 2.35 a.u. for
s, p, and d orbitals, respectively. We note that the resulting
pseudopotentials are quite deep, making it necessary to use a
grid spacing of 7=0.2 a.u. Since this increases the Hamil-
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tonian size by almost an order of magnitude, we performed a
limited amount of new computations with this pseudopoten-
tial focusing mainly on Ag*. The results for IP and EA of
Ag" using the semicore pseudopotential are reported in Table
II. The IP within ASCF (22.2 eV) is essentially the same as
the value computed before with the (4d,5s,5p) pseudopo-
tential. However, the new IP of 21.85 eV calculated within
the GWA is in much better agreement with the experimental
value. The change in IP, from 18.92 to 21.85 eV is less than
the error in exchange (4.5 eV) because correlation within the
(4s,4p,4d) shell is also strong and of sign opposite to ex-
change. As a result, they partially cancel each other. In agree-
ment with the findings of Rohlfing er al.,’®3° this result
shows that semicore states of the same principal quantum
number as the standard valence state need to be included in
GW calculations for an adequate description of the associ-
ated electronic excitations.

The EA of Ag™ (IP of neutral Ag) calculated with the
semicore pseudopotential, on the other hand, is now 7.30 eV,
somewhat worse compared to the earlier results obtained
with the (4d,5s,5p) pseudopotential. In fact, in our tests for
the neutral Ag atom and Ag, cluster, we observed that the IPs
and EAs computed with the semicore pseudopotential were
not in as good agreement with experiment (typically off by
0.2-0.3 eV) as the previous values obtained with the
(4d,5s,5p) pseudopotential (typically within 0.05 eV of ex-
periment). The reason for this is the slight deterioration in
the transferability of the semicore pseudopotential. Namely,
since our semicore pseudopotential was created from a sin-
gly ionized reference configuration, which matches the 4s,
4p, and 4d eigenvalues to the all-electron values and en-
hances scattering properties around those reference energies,
the 5s and 5p eigenvalues (corresponding to excited states of
the semicore pseudopotential) are not expected to be as ac-
curate. Since the IPs and EAs of neutral Ag, Ag,, and the EA
of Ag* all correspond to states of purely or largely 5s char-
acter, the corresponding results (related to orbitals of largely
5s and 5p character) obtained with the semicore pseudopo-
tential are not in very good agreement with experimental
data. The worsening in the EA of Ag" within ASCF theory
(from 8.23 to 8.41 eV, as shown in Table II) also has the
same origin. While generating multireference pseudopoten-
tials or using multiple projectors for enhancing scattering
properties at higher energies could potentially yield highly
transferable semicore pseudopotentials, these will also result
in hard pseudopotentials,** making it necessary to use very
small grid spacings. In summary, these observations suggest
that accurate GW calculations for Ag, clusters require highly
transferable semicore (or multireference) pseudopotentials
for adequate descriptions of quasiparticle states associated
with both d and sp orbitals, which increases the computa-
tional demand quite significantly.

IV. OPTICAL EXCITATIONS OF SILVER CLUSTERS

Neutral optical excitations were computed within two
first-principles approaches: the TDLDA and the many-body
Bethe-Salpeter method. Figure 2 shows the computed spectra
for Ag,(n=1-8) along with available experimental
spectra.>#45 Choices of numerical parameters (Table I)
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FIG. 2. (Color online) Computed TDLDA (blue curves) and
GWBSE (red curves) spectra (for n=1-8) and experimental (green
curves) spectra (for n=3-8) of Ag, clusters as a function of energy.
The experimental spectra for Ag, clusters embedded in Ar matrices
are from Refs. 15, 44, and 45. For Agg, the spectra have been
computed for two isomers, the planar ground-state structure of Dy,
symmetry and the higher-energy three-dimensional isomer (a
capped regular pentagon) of Cs, symmetry.

were suitable for the oscillator strengths and excitation ener-
gies to be converged up to 6 eV. We again used a pseudopo-
tential without explicit semicore orbitals. An overall com-
parison of the GWBSE and TDLDA spectra in Fig. 2 shows
the strikingly poor agreement between the two. The disagree-
ment is observed for both the positions and the intensities of
the computed peaks. In particular, TDLDA spectra are typi-
cally composed of sharp transitions (of large oscillator
strength) at low energies (<4-4.5 eV) followed by broader
features at higher energies. GWBSE, on the other hand, pre-
dicts low-energy transitions which are generally redshifted
and significantly quenched, and higher-energy transitions
which are considerably enhanced with respect to those of
TDLDA. Before we examine the possible reasons behind
these general observations, we first discuss which of the two
theories tends to predict optical excitations in better agree-
ment with available experimental data.

For the Ag atom, the predictions from TDLDA and
GWBSE for the 55— 5p excitation energy are 4.09 and 3.68
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eV with corresponding oscillator strengths of f=0.62 and
0.51, respectively. The GWBSE excitation energy is clearly
in better agreement with the experimental value of 3.74 eV,
which is obtained by taking the weighted average of j=1/2
and j=3/2 spin-orbit split transitions measured at 3.66 and
3.78 eV, respectively. The experimental estimate for the os-
cillator strength is f=0.7. The next allowed excitation corre-
sponds to the 55— 6p transition measured experimentally at
the averaged value of 6.005 eV. The corresponding TDLDA
and GWBSE transitions are predicted at 5.44 and 6.05 eV,
respectively, which again shows that GWBSE yields signifi-
cantly better s— p optical excitation energies compared to
TDLDA for the case of the Ag atom.

For Ag,, the TDLDA predictions for the most intense
low-energy transitions are at 3.11 eV (f=0.33) and 4.75 eV
(f=0.67). These differ significantly from the corresponding
GWBSE predictions at 2.54 eV (f=0.23) and 4.27 eV (f
=0.37), respectively. We have associated these computed
transitions with the experimentally measured A—-X and C
—X systems*® at 2.85 and 4.67 eV. As for the experimental
B—-X system measured at 4.44 eV, we suggest that they are
associated with the very low-intensity excitations originating
from molecular orbitals of 4d character and computed at 3.96
eV (TDLDA) and 3.99 eV (GWBSE). Assuming these as-
signments are valid, it is not clear if TDLDA or GWBSE is in
better agreement with experimental data, although the C—-X
data seem to suggest that TDLDA has a slightly better agree-
ment with experiment.

While GWBSE results seem to be in good and reasonable
agreement for the lowest-energy peaks of Ag and Ag,, re-
spectively, the picture changes considerably for the rest of
the clusters. As shown in Fig. 2, for Ag,(n=3), the GWBSE
spectra do not even capture the essential features observed in
the experiments. On the other hand, the spectra computed
within TDLDA have reasonable agreement with experimen-
tal data (particularly for Ag,, Ags, and Agy), especially if
one takes into account that the experiments are performed on
clusters embedded in Ar matrices, which could change the
positions and intensities of the measured peaks to some
degree.!*134 For Agg, the experimental data, which became
available only recently,* seem to have a much better agree-
ment with the TDLDA spectrum of the higher-energy isomer
of Cs, symmetry (a capped regular pentagon), compared to
that of the ground-state structure of D;;, symmetry (planar
geometry). This result is in good agreement with the recent
TDDFT studies of Harb et al.' for the two structures. For
Agg, while the two experimental peaks at 3.16 and 3.91 eV
are reproduced well in the TDLDA spectrum of the com-
puted ground-state structure with 7, symmetry, the extra
peak in between them at 3.58 eV is not. Recently, Harb et
al.’3 attributed this peak to a low-energy isomer with D,,
symmetry, reproducing the experimental spectrum quite well
with a linear superposition of two TDDFT spectra computed
for the two different structures. Finally, we note, as discussed
in detail in Ref. 12, that our TDLDA results are in very good
agreement with those of Yabana and Bertsch in their TDLDA
study of Ag, (n=1-3,8,9) clusters.'?

The analysis so far shows that while the GW results for
electronic excitations in Ag, seem to be in good agreement
with experimental data for all sizes considered, the BSE re-

PHYSICAL REVIEW B 79, 155419 (2009)

(a) TDLDA
85.4%
LUMO+1 —————2"__ 98% p
Lumo —86:2% L 81%s,17% p, 2% d
HOMO 89% s, 3% p, 8% d

E=311eV E=475eV

(b) GWBSE
70.6%
LUMO+l ——~
LUMo _782%
HOMO

E=254eV E=427eV

FIG. 3. (Color online) The weights of HOMO—LUMO and
HOMO —LUMO+1 transitions in the eigenvectors of the excita-
tions computed for Ag, at (a) 3.11 and 4.75 eV (within TDLDA),
and (b) 2.54 and 4.27 eV (within GWBSE). The s, p, and d orbital
projections of the Kohn-Sham HOMO and LUMO levels are also
provided (see the text for details).

sults for optical excitations, when compared with experiment
and TDLDA results, start to deteriorate as n=3. This obser-
vation suggests that exchange-correlation effects involving
4d orbitals and the strong nonlocality of the GWBSE kernel
play important roles in the optical spectra as follows: at the
Kohn-Sham level, the HOMO and LUMO have predomi-
nantly s or sp characters for all sizes with no or little d
contribution. Also, the self-energy calculated in the basis of
Kohn-Sham wave functions is almost a diagonal matrix,
which results in almost 100% overlaps between GW and
Kohn-Sham wave functions for HOMO and LUMO. The
BSE matrix, on the other hand, is strongly nonlocal, mixing
GW wave functions of sp and d characters. When the GW
wave functions of mostly d character are not described prop-
erly (via the use of a standard pseudopotential, as discussed
earlier), the associated optical transitions are not accurately
predicted. The problem is actually more severe than one
which affects orbitals of predominantly d character. Even a
small (~10%) d character in the Kohn-Sham or GW wave
functions results in significant quenching and redshifting of
the predicted transitions at the GWBSE level. This observa-
tion is best illustrated by examining the case for Ag,. Due to
the large separation in the energies of the 4d and 5s atomic
orbitals, in Ag, the atomic d orbitals hybridize among them-
selves, almost completely decoupled from the atomic s orbit-
als. As a result, the first ten doubly occupied (due to spin
degeneracy) Kohn-Sham levels in Ag, have almost purely d
character. The HOMO and LUMO are almost purely bonding
and antibonding combinations of 5s atomic orbitals, and
the fourfold degenerate LUMO+ 1 has 5p character. The cal-
culated s, p, and d projections of these levels are given in
Fig. 3.

The TDLDA excitation calculated at 3.11 eV is associated
primarily with a transition from HOMO to LUMO. The
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weight of this transition in the computed TDLDA eigenvec-
tor is 86%, by which we mean |X,.|>=0.86 for this particular
transition when v =HOMO and ¢=LUMO with X defined in
Egs. (2) and (3). Similarly, the TDLDA excitation calculated
at 4.75 eV is associated primarily with a transition from
HOMO to LUMO+1 with 85% weight in the associated
eigenvector. As shown in Fig. 3, while the corresponding
GWBSE excitations at 2.54 and 4.27 eV are also mainly
associated with HOMO — LUMO and HOMO —LUMO+ 1
transitions, respectively, the weights of these transitions in
the computed BSE eigenvectors [as given by |A,|* defined in
Eq. (14)], 78% and 71%, are considerably smaller than the
corresponding TDLDA values. These reductions in HOMO
—LUMO and HOMO—LUMO+1 transition weights are
obviously compensated by the increase in weights of other
transitions involving molecular orbitals derived from atomic
4d states. For example, for the excitations computed at 3.11
eV (TDLDA) and 2.54 eV (GWBSE), we obtain the follow-
ing sums when v is restricted to the 4d manifold (v
=1-10) and ¢ runs from a range of orbitals indexed with ¢
=12 (LUMO) to ¢=40,

10 40

> > |x,J>=0.076(TDLDA),

v=1 c=12

10 40

> > |A,J>=0.193(GWBSE). (18)
v=1 =12

The increase in the d character of the optical excitations
computed at the GWBSE level is accompanied by a redshift
in the excitation energies and significant quenching of the
oscillator strengths with respect to those at the TDLDA level.
In order to capture this effect, we performed a computational
thought experiment by “removing” the 4d orbitals and re-
computing the spectra at both levels of theory. In particular,
we zeroed out all components of the kernels K., for
which v or v’ are in the 4d subspace (i.e., when v or v’
ranges from 1 to 10 in Ag,). This means that the only optical
excitations that are computed in this thought experiment are
those associated with HOMO of largely s character, which
can then be compared, for example, with the HOMO
—LUMO and HOMO—LUMO+1 transitions discussed
above. The results for Ag, are shown in Fig. 4, where we
readily see the quenching and redshift effects due to d elec-
trons, as the two main low-energy lines are blueshifted and
their brightness enhanced when the 4d orbitals are removed
from the system. A similar effect is observed for the Ag atom
as well. These observations can be explained by screening
due to d electrons, i.e., the d electrons are polarizable and
they screen the electromagnetic field acting on s electrons.
Without d electrons, the electromagnetic field is stronger, and
hence the absorption lines are brighter. It is interesting to
observe that once the d electrons are removed from the sys-
tem, the excitation energies computed within TDLDA and
GWBSE are almost the same, although differences remain in
the computed oscillator strengths.

Another aspect unveiled by our thought experiment is
that, after 4d electrons are removed, the GWBSE lines blue-
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FIG. 4. (Color online) Oscillator strengths of low-energy exci-
tations in Ag, computed by removing transitions involving 4d or-
bitals (red dashed lines) and by following the standard methodology
(solid lines) within GWBSE (upper panel) and TDLDA (lower
panel).

shift and glow more than TDLDA lines do. This could be a
manifestation of nonlocality of the GWBSE kernel. As dis-
cussed in Sec. II D, the BSE equation is similar to Casida’s
equations for TDLDA, but there are two new aspects in the
BSE: the lack of self-interaction and nonlocality. Self-
interaction is absent in GWBSE. It is a spurious effect of the
LDA and it is largely responsible for an underestimation of
the electronic gap (separation between occupied and unoccu-
pied orbitals).>! Nonlocality means that interactions among
electron-hole pairs are described by a screened Coulomb ker-
nel [Eq. (16)], which is strongly nonlocal compared to the
LDA kernel [Eq. (6)]. Typically, the screened kernel contains
a very strong electrodynamic attraction between the electron
and the hole. Screening in small clusters is expected to be
weak because there are few valence electrons in the system.
In addition, the screened Coulomb kernel is essentially non-
local. One electron at point r is attracted by a hole at point r’
through the screened potential W(r,r’). At very short dis-
tances, this potential is very similar to the electrostatic Cou-
lomb potential ¢?/|r—r’|. At longer distances, it is weakened
by the polarization field induced in the medium. In contrast,
the LDA kernel is strictly local. In Ag, clusters, nonlocality
enhances correlations between 4d electrons and the other
electrons. When those correlations are eliminated by remov-
ing 4d electrons, the low-energy lines in the GWBSE spec-
trum are enhanced significantly.

We can now interpret the increased deterioration of the
present GWBSE results as compared to experimental data in
Ag, clusters in going from n=1-2 to n=3-8 as a combina-
tion of three factors: (1) low energy optical transitions in
silver clusters have been reported to have significant d
character.'>*7 In contrast, the first two optical lines of Ag and
Ag, involve molecular orbitals derived primarily from the 5s
atomic orbital. (2) Our thought experiment indicates that
GWBSE absorption lines are more sensitive to correlations
involving 4d electrons. (3) By calculating self-energies using
a pseudopotential that places semicore orbitals in the core,
exchange-correlation effects between 4d and semicore orbit-
als are ignored. This results in inaccurate predictions for the
GW quasiparticle energies, which in turn significantly affect
the BSE predictions for the optical spectra.
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V. DISCUSSION

Owing to the complexity of the quantum many-body
problem, practical implementations of the GWBSE method
usually involve a number of approximations in order to make
its applications to real systems computationally manageable.
In this section, we discuss some of these approximations in
terms of their validity in the particular case of clusters of
silver atoms.

A. Satellites and the quasiparticle approximation

Electrons in a real material interact among themselves and
form an entangled state where the concept of single-electron
dynamics becomes nontrivial. Within the Fermi liquid
theory,” electrons are replaced with quasiparticles
(quasielectrons and holes), which are entities with long life-
times and well defined energies. The Fermi-liquid theory,
upon which the GWA is built, relies on the fact that the
imaginary part of the self-energy for those particles is small.
In that case, their lifetime (essentially the inverse of that
imaginary part) will be long compared to other relevant time
scales. One valid question is whether the quasiparticle ap-
proximation is still valid in small Ag, clusters. We address
this question by calculating directly the imaginary part of the
self-energy for some of the clusters studied.

The upper panel of Fig. 5 depicts the self-energy evalu-
ated at the HOMO and the LUMO of Ag and Ag,,

2,(E) = f drdr’ @,(r)%(r,r";E) @, (r'). (19)

In all cases, the real part is smooth in the vicinity of the
quasiparticle energy. In both systems, there is a satellite
structure either a couple of eVs below the HOMO or above
the LUMO. The imaginary part has similar behavior. It is
smooth around the quasiparticle energy and grows at ener-
gies below the HOMO and above the LUMO. The slope of
the self-energy is related to the renormalization factor,*?’

-1
zn=[1- = ] . 20)
En

JE
The computed renormalization factors for the atom and the
dimer are 0.83 (HOMO, Ag), 0.80 (LUMO, Ag), 0.81
(HOMO, Ag,), and 0.84 (LUMO, Ag,). For the rest of the
clusters, the factor ranges from 0.7 to 0.9.
A quantity related to the Green’s function is the spectral
function,>?’

1
A(r,r'";E) = —|Im G(r,r";E)|. (21)
v

In the quasiparticle approximation, the spectral function for a
given electronic orbital has a very sharp peak at the quasi-
particle energy. Its width is equal to the imaginary part of the
self-energy at E=F,. For the clusters studied, the imaginary
part is usually less than 0.1 eV for reasonable values of the
broadening parameter. The integral under the peak is equal to
z,,- Our calculations indicate that the calculated Green’s func-
tion is consistent with the quasiparticle approximation in that
there is a quasiparticle peak. Its weight is around 70% to
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FIG. 5. (Color online) Self-energy (upper panel) and spectral
function (lower panel) evaluated at (a) Ag HOMO, (b) Ag LUMO,
(c), Ag, HOMO, and (d) Ag, LUMO. The upper panel of each
subfigure shows the real part in a (black) continuous line and the
imaginary part in a (red) continuous, shaded line. For better visual-
ization, the real part is shifted by a constant so that it is zero when
the horizontal axis is zero. Kohn-Sham wave functions were used in
this figure. In the calculations, we removed the singularities in the
energy denominators of Eq. (1) by adding 0.4 eV to the imaginary
part. As a result, the calculated spectral function and self-energy
have broadened singularities.

90% of the total spectral weight. The remaining spectral
weight stays at the satellites. Figure 5 shows that the spectral
function has very low but finite amplitude in the satellite
region. The energy separation between the satellite region
and the quasiparticle peak is dictated by the position of poles
in the polarizability.

B. Self-consistency

The importance of self-consistency in the GWA has been
investigated in bulk materials,**® where band gaps have been
observed to increase when self-energy, Green’s function, and
polarizability are calculated self-consistently by iterating
Egs. (7)—(9). The amount of gap opening is highly sensitive
to how self-consistency is imposed. The same gap opening
has been observed in isolated molecules as well.** In addi-
tion, non-self-consistent calculations have been shown to
give inaccurate results in strongly correlated transition-metal
oxides, such as NiO and MnQ.#830-52

Given that our non-self-consistent GWBSE results for the
isolated silver atom and for Ag, are consistent with experi-
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TABLE IV. Quasiparticle energies of HOMO and LUMO, and
the resulting HOMO-LUMO gaps in Ag and Ag, calculated within
various vertex approximations. In all cases, quasiparticle orbitals
were assumed equal to DFT orbitals and G was taken as the DFT
Green’s function. The values reported under the column marked
with “GoWy no vertex” were obtained by dropping the last integral
in Eq. (12). All energies are in V.

GoW, GoW; (No vertex) GoWy

Ag HOMO -8.01 -8.07 -7.53
LUMO -1.79 -2.12 -1.26

Gap 6.22 5.95 6.27

Ag, HOMO  -7.94 ~7.80 ~7.54
LUMO -1.57 -1.42 -1.12

Gap 6.37 6.38 6.42

mental data to within a fraction of eV, one might expect
self-consistency to be of little importance. We have calcu-
lated quasiparticle energies of Ag and Ag, using partial self-
consistency, in which the quasiparticle wave functions were
kept equal to DFT wave functions and only their energies
were allowed to change during iterations of 2, G, and II.
With this procedure, the IP of each system changed by less
than 0.2 eV. On the other hand, the EA decreased signifi-
cantly, from 1.26 to 0.5 eV for Ag, and from 1.12 to 0.6 eV
for Ag,. The reason for this behavior is a competition be-
tween screening and renormalization. Self-consistency re-
duces static screening and, if dynamical effects are ignored,
leads to higher self-energy [recall that the polarizability in
Eq. (12) is negative, therefore weak screening means larger
Hf]. At the same time, the renormalization factor also in-
creases, leading to a reduction in the slope ¢%/JE, and
hence, lower self-energies at occupied orbitals and higher
self-energies at unoccupied orbitals. The two effects partially
cancel each other at the HOMO, and they add up at the
LUMO. In both cases, self-consistency resulted in electron
affinities much smaller than the experimental values, with a
discrepancy of at least 0.5 eV. More refined self-consistent
schemes, possibly with the inclusion of the satellite structure,
could lead to smaller errors.> The issue of self-consistency
in the context of the GWBSE method for real materials is not
yet fully understood and it is being actively investigated.**

C. Vertex corrections

Equation (11) assumes a local and adiabatic approxima-
tion to the vertex operator, which explicitly enters into the
equations for both the polarizability and the self-energy.*?’
For consistency, the same vertex should be used to compute
both quantities. That is, Eq. (9) should be used with the RPA
polarizability and Eq. (12) should be used with the TDLDA
polarizability. However, since neither equation is exact, one
could try different combinations. In Table IV, we compare
the approximations GoW, and G,W; with a third approxima-
tion, where we use the TDLDA polarizability but remove the
last integral in Eq. (12), which contains purely vertex terms.
Replacing the RPA polarizability with the TDLDA polariz-
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ability does not seem to affect quasiparticle energies much,
except for the HOMO of Ag which shifts down from —1.79
to —2.12 eV. The HOMO-LUMO gap itself decreases in Ag
and remains virtually unchanged in Ag,. Inclusion of explicit
vertex terms increases the quasiparticle energies of all orbit-
als in Table IV. Surprisingly, explicit vertex terms increase
the HOMO-LUMO gap of Ag, almost canceling the effect of
polarizability. Between GoW, and G,W; approximations, the
HOMO-LUMO gap remains unchanged within the numerical
accuracy. Given the robustness of the HOMO-LUMO gap
between the GoW, and G, W, approximations, we report in
Fig. 2 only the spectra obtained using the GoW; Spectra
obtained with GoW-BSE and G,W,-BSE have been shown
to be almost identical in the visible and low ultraviolet
range.'> We note that in this work we assumed an “LDA-
like” form for the vertex terms. This approximation seems to
produce accurate predictions of the ionization potential of
molecules.'>* More accurate vertex terms could be de-
signed, but their form is presently unknown.

VI. SUMMARY

In summary, we have computed and analyzed the elec-
tronic and optical excitations in Ag, clusters, n=1-8, within
density-functional (ASCF and TDLDA) as well as many-
body (GW+BSE) theories. The ionization potentials and
electron affinities of Ag, as predicted within the GWA are
generally in good agreement with experimental values
(within a fraction of an eV), as the corresponding quasipar-
ticle orbitals (HOMO and LUMO) are predominantly of s(p)
character. For molecular orbitals of increased d character,
good agreement with experimental values is possible only if
4s and 4p semicore atomic orbitals, which have a significant
spatial overlap with 4d atomic orbitals, are included as part
of the valence in the GW computations. Otherwise, the large
exchange-correlation interactions among 4s, 4p, and 4d or-
bitals result in significant errors in the GW quasiparticle en-
ergies and the associated optical excitations. The importance
of these interactions in the band structure of semiconductors
was uncovered in previous studies, both in the context of the
pseudopotential approximation®**® and in all-electron
calculations.”® Our computations and analyses of the optical
excitation energies and the associated oscillator strengths of
Ag, show that correlations involving d electrons give rise to
quenching of the oscillator strengths of low-energy excita-
tions. This quenching is significantly more pronounced in the
computations based on solving the BSE than in time-
dependent DFT. In general, TDLDA gives rise to excitation
energies which are in reasonably good agreement with ex-
perimental values. While GWBSE seems to give good results
for low-energy (s— p) excitations in the Ag atom, even a
small amount of d character in the associated quasiparticle
wave functions, as is the case even at low energies as size
increases, results in poor agreement of the GWBSE results
with experiment, owing to the inclusion of strong nonlocality
effects in the BSE methodology.
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